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Abstract
The location and topography of the first three visual field maps in the human brain, V1-V3, are well agreed upon and routinely measured across most laboratories. The position of 4th visual field map, ‘hV4’, is identified with less consistency in the neuroimaging literature. Using magnetic resonance imaging data, we describe landmarks to help identify the position and borders of ‘hV4’. The data consist of anatomical images, visualized as cortical meshes to highlight the sulcal and gyral patterns, and functional data obtained from retinotopic mapping experiments, visualized as eccentricity and angle maps on the cortical surface.

Several features of the functional and anatomical data can be found across nearly all subjects and are helpful for identifying the location and extent of the hV4 map. The medial border of hV4 is shared with the posterior, ventral portion of V3, and is marked by a retinotopic representation of the upper vertical meridian. The anterior border of hV4 is shared with the VO-1 map, and falls on a retinotopic representation of the peripheral visual field, usually coincident with the posterior transverse collateral sulcus. The ventro-lateral edge of the map typically falls on the inferior occipital gyrus, where functional MRI artifacts often obscure the retinotopic data. Finally, we demonstrate the continuity of retinotopic parameters between hV4 and its neighbors; hV4 and V3v contain iso-eccentricity lines in register, whereas hV4 and VO-1 contain iso-polar angle lines in register.

Together, the multiple constraints allow for a consistent identification of the hV4 map across most human subjects.
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Introduction
The human brain contains well over a dozen visual field maps[1–3]. Identification of these maps has been a major success in the history of visual neuroscience. Because researchers can identify the same brain region across multiple measurements and diverse populations, scientific findings can be aggregated across studies to arrive at a better understanding of human brain function. The success of such aggregation, however, is limited by the accuracy with which a given region can be identified across individuals. There is little to no doubt about the position and borders of several maps. Primary visual cortex (V1) always lies on the Calcarine sulcus[4–7], and its borders can be identified based on data from a single functional magnetic resonance imaging (fMRI) scanning session with high precision[8]. V2 and V3 can also be identified quite accurately and routinely, and in fact the retinotopy parameters of all three maps can be reasonably estimated from the anatomy alone[9,10].

In contrast, the fourth visual field map has proven more difficult to characterize[11], with considerably less consistency in map definition across laboratories, compared to V1–V3[12,13]. There are several reasons. Compared to V1–V3, the fMRI signals in hV4 are less reliably driven by simple contrast patterns[14], the homology with animal models is less certain[15], imaging artifacts can affect some parts of the map in many subjects[16], and anatomical landmarks are less frequently used in map delineation. Recent work, however, has examined the hV4 map in some detail[17,18], suggesting that one can identify hV4 and its neighbors (Figure 1) with reasonably good consistency across individuals.

In our view, successful map identification of the hV4 maps is aided by combining several sources of data. First, we consider the anatomy, especially the pattern of sulci and gyri. Second we use the angle map and eccentricity map derived from retinotopy measurements. Third, we use a metric of signal quality such as mean BOLD signal (or signal to noise ratio, or the quality of the retinotopic fit) to identify possible imperfections in the measurements that should be ignored in identifying the map. In the simplest scenarios, all constraints agree and the map is easily identifiable. In some cases, the measurements do not fully agree but we can nonetheless identify the general location of hV4 and at least one or more of the map boundaries based on the mutual constraints.

The protocol for identifying the hV4 retinotopic map is described in the following text and in a step-by-step video description (Supplementary Movie 1).

Protocol
Our procedure for identifying visual field maps involves two kinds of MRI data and several processing steps. The required data are an anatomical image of the subject’s brain (structural MRI) and functional data from a retinotopic mapping experiment. Typically, all data can be collected in less than one hour of scan time on a 3 Tesla scanner using a standard gradient echo pulse sequence for functional data and T1-weighted images for anatomical data. The analysis steps include segmenting gray and white matter to generate a cortical mesh, identifying the sulcal and gyral patterns in ventral occipito-temporal cortex, extracting the eccentricity and angle data from the retinotopic experiments, and then using these measurements to guide the marking of visual field boundaries.

There is considerable variability in the specific procedures used by different research groups for acquisition of functional and anatomical MRI data and for the derivation of retinotopy parameters from the fMRI scans. Any of the retinotopy methods in common usage is suitable; the only requirements are that one can visualize eccentricity and angle data on a cortical mesh. The methods to produce the images shown in this paper are described in more detail elsewhere[20]. We summarize these methods briefly and then focus on the specific steps for identifying the hV4 map and its neighbors.

1. Data acquisition

1.1. Anatomical data. Anatomical data are needed in order to render retinotopic data on surface representations. For subjects 1–3 depicted in the video presentation, 2–4 whole brain SPGR T1-weighted MRI images were acquired on a 3T GE scanner at 1 mm isotropic resolution using an 8-channel whole-brain coil. The multiple images for each subject were aligned and averaged. Averaging multiple anatomical images is desirable as it increases the contrast of the boundary between the grey and white matter, and therefore aids segmentation and the creation of an accurate cortical surface.

1.2. Functional data. Functional data were acquired as T2*-weighted gradient echo images with either a spiral[21] or rectilinear (EPI) trajectory through k-space, with 2.5 mm isotropic voxels and a TR of either 1.5 s or 2 s. (For details see ref 20.)

2. Stimuli
Retinotopy was measured with stimuli designed either for traveling wave analysis[22] or population receptive field modeling[23,24]. For traveling wave analysis, alternate scans contained contrast patterns viewed through expanding ring apertures or clockwise rotating wedges with a visual field extent of 14 degrees from fixation. (For details see ref 20.) For population receptive field modeling, stimuli were contrast patterns viewed though moving bar apertures that...
slowly swept across the visual field, with a maximum eccentricity of 6 degrees from fixation. (For details see refs 15,26.)

3. Functional MRI analysis

3.1. Preprocessing. Several standard fMRI preprocessing steps were used prior to retinotopic analysis, including slice timing correction, motion correction, and high pass temporal filtering with a 1/20 Hz cutoff.

3.2. Travelling wave analysis. Data from traveling wave scans (wedges and rings) were analyzed voxel by voxel by applying the Fourier transform to the time series. The phase at the stimulus frequency measures the polar angle or eccentricity of the stimulus that most effectively drives the BOLD response in that voxel. The coherence of the signal at the stimulus frequency indicates the goodness of fit of the response to the periodic design. Coherence is defined as the power at the stimulus frequency divided by the power across all frequencies. (For details see ref 28.)

3.3. Population receptive fields. A population Receptive Field (pRF) model was solved for each voxel using methods described previously. In brief, each pRF was defined as a 2-D isotropic Gaussian, parameterized by its center (x, y), size (sd of Gaussian), and amplitude (scale factor). The model prediction is the dot product of the pRF and the stimulus aperture, convolved with a hemodynamic response function. The model was fit through a minimization of least squared error between the predicted and observed time series using a coarse-to-fine approach. The pRF center can be converted to polar coordinates to yield an angle and eccentricity map, similar to that obtained from traveling wave analysis. For the purposes of retinotopic mapping in this paper, other pRF parameters were not used (size and amplitude).

4. Segmentation and visualization

Because the retinotopic maps in visual cortex are organized on the 2D surface, not the 3D volume, map data is best visualized on a surface representation, typically rendered as an inflated (smoothed) or un-inflated 3D surface mesh, or as a flattened (2D) surface rendering. The data used for the surface rendering is usually the border of the gray and white matter, derived from a segmentation procedure that labels anatomical voxels from the T1 image as gray or white matter, or un-inflated 3D surface mesh, or as a flattened (2D) surface rendering. The data shown in this paper, we segment the gray and white matter using the Freesurfer auto-segmentation tools followed by manual correction using ITK-GRAV software, modified from ITK-SNAP. Functional data were then aligned to the whole brain anatomical data and rendered on a smoothed surface using custom software (vistasoft; http://vistalab.stanford.edu/software/).

5. Anatomical landmarks

We find it helpful to identify several sulci and gyri before drawing the retinotopic maps, and follow the naming conventions used by Duvernoy. The sulci and gyri labeled in Figure 2 can all be seen in post-mortem brains in Duvernoy’s text (e.g., his Figure 17). Their locations are described briefly below.

5.1. Calcarine sulcus. The most useful landmark is the calcarine sulcus (sometimes called the calcarine fissure), which locates primary visual cortex (V1). It is the large sulcus in medial occipital cortex separating the lingual gyrus from the cuneus. It can be found unambiguously in every subject and is always the location of V1. It runs on an anterior-posterior axis, with the anterior end marked by the parietal occipital fissure, and the posterior end approximately at the occipital pole, though there is variability in the posterior extent, with the sulcus wrapping around to the lateral surface in some subjects, and terminating on the inferior surface in others.

5.2. Lingual gyrus and lingual sulcus. The lingual gyrus is inferior to the calcarine sulcus and is the location of the ventral portions of V2 and V3. Its inferior boundary is the collateral sulcus. It stretches approximately from the posterior pole to the parahippocampal gyrus. The lingual gyrus contains one or more sulci together, considered the lingual sulcus.

5.3. Collateral sulcus. The collateral sulcus separates the lingual and parahippocampal gyri on the one side from the fusiform gyrus on the other. Its posterior end is usually denoted by a transverse portion of the sulcus, called the posterior transverse collateral sulcus (ptCoS). The ptCoS is an important landmark because it usually marks the division between the hV4 map and the VO-1 map.

5.4. Fusiform gyrus. The fusiform gyrus is inferior to the lingual and parahippocampal gyrus, and is bounded medially by the collateral sulcus. The foveal representation of the ventral-occipital maps (VO-1/2) lies in the posterior portion of the fusiform gyrus.

5.5. Inferior occipital gyrus. The inferior occipital gyrus lies posterior to the fusiform gyrus and collateral sulcus and inferior to the lingual gyrus. It is generally separated from the posterior portion of the posterior fusiform gyrus by the posterior transverse collateral sulcus. The lateral portion of the hV4 map often lies here. This gyrus is typically in close proximity to the transverse venous sinus, which can lead to fMRI artifacts that obscure this portion of the hV4 map.

6. Drawing the maps

6.1. V1–V3 maps. Identification of the first three visual field maps in humans was one of the first accomplishments in visual...
neuroscience following the advent of fMRI\textsuperscript{23,26,37}. Delineation of these map boundaries is now routine, although tracing the maps through the foveal confluence can be difficult in the absence of methods developed specifically for this purpose\textsuperscript{10}. In brief, the V1 map is centered on the calcarine sulcus, and its borders with V2 lie on retinotopic representations of the vertical meridian. The peripheral boundary is usually not identified with fMRI because the field of view that can be achieved during scanning is less than the field of view represented in the maps. Hence the peripheral boundary of a region of interest is usually chosen as the most anterior region of the maps where the signal is good, according to a threshold in coherence (traveling wave analysis) or variance explained (pRF analysis). If there are clear reversals in the angle map all the way back to the occipital pole, then it may be possible to trace V2 and V3 in concentric ‘V’ shapes around V1; otherwise the most foveal portion of the maps is typically labeled as a non-specific ‘foveal confluence’, and each map is traced as far into the fovea as the resolution in the angle maps allow, usually one or two degrees from fixation, such that the two arms of the ‘V’ are not connected, and labeled as the dorsal and ventral portions of the map. The dorsal and ventral V2/V3 borders are marked by a representation of the horizontal meridian in the angle map.

6.2. The hV4 map. The hV4 map lies on the ventral surface of the occipital lobe and borders at least two other visual field maps, the ventral part of V3 (V3v) and VO-1.

6.2.1. The anterior boundary: hV4/VO-1 The boundary between hV4 and VO-1 can be identified by both anatomical and retinotopic data. The retinotopic feature that defines this border is a reversal in the eccentricity map (Figure 3). This peripheral eccentricity band dividing hV4 from VO-1 usually coincides with a particular anatomical feature, the ptCoS\textsuperscript{10}.

6.2.2. The medial boundary: hV4/V3v One of the borders of hV4 is shared with the ventral portion of V3 (V3v). This border is defined by an upper vertical meridian polar angle reversal (Figure 4). Because the V1–V3 maps are typically well defined by the retinotopic data, it is usually also clear where this boundary is found.

6.2.3. The ventral/lateral boundary: The ventral/lateral boundary of hV4 is more difficult to identify than the other boundaries because there is no unambiguous feature of the retinotopic data to define it. As described in 6.2.1 and 6.2.2, we know what is on the other side of two of the hV4 boundaries, making those boundaries well defined: The anterior boundary is defined by an eccentricity reversal and is shared with VO-1, and the medial boundary is defined by a polar angle reversal and is shared with V3v. In contrast, there is not a well-established map or retinotopic feature abutting the ventral side of hV4. Furthermore, there is often signal dropout in the fMRI measure on the ventral/lateral aspect of the hV4 map due to the transverse venous sinus, which typically runs near the inferior occipital gyrus\textsuperscript{11}. In some cases, the signal dropout defines the most ventral/lateral extent of the map that can be identified (Figure 5 and Figure 6).

6.2.4. Iso-eccentricity lines shared by hV4 and V3v: The general organization of the hV4 map and its neighbors can be understood by tracing iso-eccentricity and iso-angle lines. The hV4 eccentricity map is in register with the V1–V3 maps, so that iso-eccentricity lines span the hV4/V3v border (Figure 7). Unlike the V1–V3 maps, the hV4 map appears to contain little representation of the far periphery; this may be because the neurons in hV4 do not respond to stimuli in the periphery, or it may be because peripheral representation is highly compressed into a small amount of cortex, such that responses to more foveal stimuli have a much larger effect on the

Figure 3. Eccentricity map. The color overlay on the smoothed cortical mesh in the main panel shows the stimulus eccentricity that most effectively drives each cortical location. The eccentricity was derived from solving a pRF model, and the stimulus extent was limited to 6 degrees. The asterisk indicates the confluent foveal representation. Black and white lines mark the boundaries between visual field maps. The white line divides hV4 from VO-1 and is the only boundary line in this figure that is derivable from the eccentricity map. This line coincides with the ptCoS (inset) and with the eccentricity reversal (blue in color overlay). Hence the white line also divides the ventral occipital maps into two clusters, one that includes V1-hV4, and one that includes VO-1/2\textsuperscript{10}. Data are limited to voxels in which the pRF prediction accounted for at least 10% of the variance explained in the time series and to a posterior mask that includes the 6 labeled visual field maps: V1, V2 and V3 ventral, hV4, VO-1, and VO-2. The inset is the same cortical mesh with labels indicating the major sulcal and gyral patterns, as in Figure 2.
Figure 4. **Angle map.** The color overlay in the main panel indicates the angle in the visual field that most effectively drives responses in each cortical location. The visual field map boundaries in white can be identified from the angle map. Otherwise as Figure 3.

Figure 5. **Variance explained map.** The color overlay in the main panel indicates variance in the voxel time series explained by the pRF model predictions. Otherwise as Figure 3. Some locations with low variance explained are likely due to fMRI artifacts, such as the region indicated by the white line, where the low variance explained is caused by dropout from the transverse sinus. Other regions with low variance explained may have visual field representations outside the stimulus extent, such as the anterior edge of V1, V2, and V3.
Figure 6. Mean signal map. The color overlay in the main panel indicates the mean fMRI signal. The signal is not uniform across cortex. Certain regions have low mean signal due to scanning artifacts. The region indicated by the white line lies near the transverse venous sinus which causes signal dropout. Retinotopic data from these locations must be interpreted with caution. Otherwise as Figure 3.

Figure 7. Iso-eccentricity lines. Iso-eccentricity lines in visual cortex are continuous within clusters, such as the posterior cluster containing V1, V2, V3, and hV4, and the ventral occipital cluster containing the VO-1/2 maps. The eccentricity overlay and the map boundaries are identical to those in Figure 3.

Results

The sulci and gyri associated on the ventral occipital cortical surface from a representative subject (S1) are shown in Figure 2. The most useful anatomical landmarks for locating the visual field maps are the calcarine sulcus (V1); the lingual gyrus and lingual sulcus (V2v/V3v); the posterior collateral sulcus and inferior occipital gyrus, which bound hV4; and the fusiform gyrus and collateral sulcus, where the VO maps are found.

The eccentricity map for subject S1 shows the large-scale organization of the maps (Figure 3). The key feature on the
Iso-angle lines. The iso-angle lines in hV4 and VO-1, indicated by white lines, are continuous across the two map clusters. Otherwise as Figure 4.

Iso-eccentricity and iso-angle lines in subject S1 clarify the internal structure of the hV4 map and the relationship between hV4 and its neighbors. The iso-eccentricity lines are in register across hV4 and V1–V3 (Figure 7). The iso-angle lines are continuous across the hV4/VO-1 boundary (Figure 8).

Angle maps and eccentricity maps from additional subjects show similar patterns to S1. The V1–V3, hV4 and VO-1/2 maps are shown for a representative right hemisphere (S2; Figure 9; Figure 10) and left hemisphere (S3; Figure 11; Figure 12). The large scale organization is similar for all subjects. For example, there is an eccentricity reversal dividing hV4 and VO-1 and an angle reversal dividing hV4 and V3. In all subjects, the eccentricity reversal falls on or near the ptCoS. Some details differ between subjects. For example, the foveal representation in hV4 is clear in S1 and S2 but not S3 (Figure 11), likely due to corrupted signal from draining veins. A second difference across subjects is that the upper meridian angle reversal dividing VO-1 and VO-2 is clear in S1 and S3 but not S2 (Figure 10). Nonetheless, there is sufficient regularity across subjects to identify the principal features defining the hV4 map and its neighbors, V3v and VO-1 (Figure 13).

Discussion
Regularity of maps and anatomy
Identifying visual field maps is an important component of characterizing the organization and function of visual cortex. It is important to have well-justified and reproducible methods to define the maps. In the case of the V1–V3 maps, the functional and anatomical organization is sufficiently regular and well understood that these maps can be identified using automated procedures (no human intervention)\(^1\),\(^2\). The hV4 and VO maps are not yet included in automated fitting procedures; however, recent progress suggests that these maps too have a high degree of regularity. Two boundaries are well defined by retinotopic features (sections 6.2.2, 6.2.3), and one of these also coincides with an anatomical landmark, the ptCoS. Moreover, the internal structure of the hV4 map and its neighbors are well understood, such that the iso-eccentricity and iso-angle lines derived from retinotopic mapping follow regular patterns.

Variability across subjects
While most of the large-scale structures in the ventral occipital retinotopic maps are similar across subjects, there are also individual differences. Some of these differences likely reflect quantitative differences between subjects in the size and layout of the maps.
Figure 9. Eccentricity map, S2. An eccentricity map is shown on the partially inflated cortical surface of subject 2’s right hemisphere. The stimulus extent was 14 degrees and the data are from traveling wave analysis of expanding rings. Otherwise as Figure 3.

Figure 10. Angle map, S2. An angle map is shown for subject 2’s right hemisphere. Otherwise as Figure 9 and Figure 3.
Figure 11. Eccentricity map, S3. An example of a left hemisphere eccentricity map derived from pRF model fitting. Otherwise as Figure 3.

Figure 12. Angle map, S3. An example of a left hemisphere angle map derived from pRF model fitting. Otherwise as Figure 4.
Figure 13. Map comparison, S1–S3. Four types of data are shown for three subjects: sulcal and gyral landmarks (column 1), eccentricity (column 2), angle (column 3), and mean fMRI signal (column 4). Comparisons of the datasets reveal regularities across subjects, such as the fact that the ptCoS is well aligned with the hV4/VO-1 boundary defined by an eccentricity reversal (white line in columns 1 and 2). There are also differences across subjects. For example the foveal representation of hV4 is less clear in S3 than in S1 and S2.

Other differences reflect various sources of measurement noise. In no case will a measured map exactly match a template, and in some cases map boundaries will be ambiguous. We believe that the best approach offered is to simultaneously satisfy as many of the constraints from the anatomy, eccentricity, and angle maps as possible.

Data availability
The functional and anatomical data for subjects 1–3 have been de-identified and made publicly available on the Open Science Framework (http://doi.org/10.17605/OSF.IO/UYHMNX). Analysis code written in Matlab (Mathworks; Natick, MA) is also available via the same site. The analysis code reproduces the images of the cortical meshes with color overlays as shown in Figure 3–Figure 13.
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Supplementary Movie 1: Method for identifying the ventral occipital retinotopic maps.

Click here to access the data.
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I rather like this short paper that reports on how to identify ventral visual field maps. Having had to attempt to do this on many occasions, sometimes with limited success, I find the paper very useful in giving evidence based guidance that could really help. The video and figures that support the paper are excellent and offer a resource for early career researchers to build up confidence in what can be a challenging task.

One suggestion I have that might broaden the appeal of the study is to reflect a bit more on the relationship between the layout found in human and that in macaque. V4 is split between dorsal and ventral representations of quadrants, whereas the human data are often consistent with the forth (ventral) map being a representation of a hemifield. The authors touch on this early on, but having presented their data, they may reflect further on this in the Discussion.

Minor points and suggestions
‘The multiple images for each subject were aligned and averaged. Averaging multiple anatomical images is desirable as it increases the contrast of the boundary between the grey and white matter, and therefore aids segmentation and the creation of an accurate cortical surface.’

I agree, but the authors might also point out that multiple, relatively short, acquisitions are also probably better than using longer acquisitions during which participant motion could work against benefits in contrast.

I understood every word of the section that described the functional methods, but I would because I pretty much use the same methods. Are more details required for a naive reader?

Anatomical Figure (Figure 2) I think it would be good to use colour to mark the sulci/gyri and colour the labelling text in line with the sulcal colour. That way repeats of lettering can be avoided and less ambiguity between the location of text and the anatomical feature can be achieved.

Section on calcarine sulcus. Perhaps a bit more text on the variants observed at the pole - there is a reasonably well-documented ‘Y’ configuration too, I think.
Section 6.1 'The peripheral boundary is usually not identified with fMRI because the field of view that can be achieved during scanning is less than the field of view represented in the maps.' I assume this refers the the size of the stimulus, not the FOV used in imaging, but some clarification is needed here.

‘and each map is traced as far into the fovea as the resolution in the angle maps allow, usually one or two degrees from fixation’

I think representation needs to be inserted here a couple of times e.g. ‘as far into the representation of the fovea’ and ‘usually at the representation of one or two degrees from fixation’
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I confirm that I have read this submission and believe that I have an appropriate level of expertise to confirm that it is of an acceptable scientific standard.
Winawer and Witthoft describe a standard procedure to define human visual area hV4 within retinotopic mapping data obtained using fMRI. The definition of the early, retinotopically organized visual areas is a crucial first step in many studies of the cortical organization for vision. While areas V1-V3 are readily identified within functional MRI mapping data, area hV4 is often challenging due to reduced signal strength, imaging artifacts, and the peculiar organization of this region.

The paper documents and supports a supplementary video, which is primarily a presentation of the figures from the paper. This video, narrated in the even, velvet tones of the first author, serves as a very nice introduction to ventral retinotopic maps generally, and to the specific procedure of identifying the borders of area hV4. The video is a sufficiently important resource that I suggest that the authors mention it in the abstract.

I have no concerns regarding the method or the conclusions of the paper. Instead, I have two things that I would have ideally liked to have seen discussed:

First, for the purposes of this report, I think it is appropriate for the authors to assume that the reader has in hand a retinotopic map that is displayed on an inflated cortical surface. They are therefore justified in providing minimal treatment of the stimulus, MRI acquisition parameters, and initial analysis approach. I would have liked, however, some observations regarding choices one might make in these methods that impact the identification of ventral visual areas. For example, they might observe that retinotopic mapping need not extend into the far periphery to define hV4, as the region has a fairly compressed representation of the periphery. Similarly, it would be helpful to mention that different choices can be made in the content of the mapping stimulus that could enhance the responses from hV4. Finally, they might comment upon choices made in EPI vs. spin-echo imaging that might reduce the influence of the transverse venous sinus upon the hV4 functional data, or MR-V imaging techniques that are useful in the identification of this venous structure. These points could also be addressed in a brief paragraph in the discussion.

Second, as the anatomical landmarks are an important guide for the identification of hV4, the authors could comment upon their variability, both within the volumetric space and within a spherical registration space of cortical topology. To my understanding, it is this variability (coupled with variations in structure-function relationships and measurement limitations) that drives the need for individual definition of this region.

Finally, there is a typo in the introduction: the word "calcarine" is unnecessarily capitalized.
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Winawer and Witthoft present a methodological paper describing the practical details that allow researchers to localize the human homologue of V4 (hV4) using fMRI visual field mapping. As described in the Abstract and Introduction, it has become very straightforward to define earlier visual field maps (V1-V3), but hV4 presents particular difficulties that prevented researchers even agreeing hV4’s location for many years. Studies by Winawer and Witthoft themselves addressed this disagreement. Other researchers in the field have typically learned to localize hV4 after demonstrations of the practical details from experienced colleagues. In most studies, many of these practical details are omitted for brevity, and because parts have been described elsewhere. It is becoming increasingly clear that visual field map definitions beyond V1-V3 are not as consistent as they should be across labs. So, the field will benefit from publication of more standardized, practical protocols like those described here to allow consistent localization of hV4. The approach described here is methodologically very strong and clearly described for an inexperienced researcher.

**Major points:**
The manuscript describes procedures for drawing V1-3 and hV4. However, the anterior boundary of hV4 is described in relation to VO1 (section 6.2.1), and procedures for drawing VO1 are not described. Furthermore, VO1 is fairly far anterior of hV4, so will often not be covered in a scan volume targeted at V1-3 and hV4. I don’t think it is wise to add procedures for drawing VO1-2, because these procedures rely on their relationship to hV4, making quite a circular description. Therefore, this section would benefit from rewriting without assuming that VO1 has been drawn already, i.e. based on the location of an area of maximum preferred eccentricity in an eccentricity gradient, rather than based on an eccentricity reversal to VO1.
Procedures for drawing hV4 are described clearly, but assume the researcher already has good surface renderings and estimates of each voxel’s preferred visual field position. These earlier stages are extensive and complex, but the manuscript describes them only briefly and with reference to previous studies. I don’t believe an inexperienced researcher could work through these stages from the brief descriptions in the manuscript, so effectively the manuscript assumes the reader already has considerable experience. To make a more practical, step-by-step description of the complete procedure, a more complete description of normal segmentation and pRF modelling procedures would be valuable. However, I understand if the authors decide against including this, because it would change the focus of the manuscript considerably.

Minor points:
The discussion of differences to expect between subjects is helpful, but the resulting definition of hV4 includes the areas where draining veins introduce artefacts. The manuscript should make clear that subsequent analyses of responses in these areas will be strongly affected by these artefacts. Indeed, for many subsequent analyses these areas give a corrupted view of hV4’s responses, and I would certainly exclude these areas from most subsequent analyses. So, the manuscript should make clear that, while these voxels do lie in hV4 anatomically, it is often preferable to exclude them from our definition of hV4.

In Figure 7, the iso-eccentricity line with the highest eccentricity is misleading. In this figure, all voxels with preferred eccentricity above 6˚ are labelled in blue. The line running through this blue area therefore links voxels with different eccentricities, all above 6˚.

The parahippocampal gyrus is mentioned as a landmark in section 5.2, but not shown on Figure 2. Please add this to the figure.

In section 6.1, the following phrase is ambiguous: “it may be possible to trace V2 and V3 in concentric ‘V’ shapes around V1.” This could be taken to mean that each of the dorsal and ventral quarterfields of V2 and V3 is V-shaped (i.e. ending at a point, outside the foveal confluence), when in fact there are bands passing through the foveal confluence (Schira et al., reference 9). Please re-write this phrase to make it clear that each ‘V’ is a whole hemifield map of V2 or V3.

Is the rationale for developing the new method (or application) clearly explained? Yes

Is the description of the method technically sound? Yes

Are sufficient details provided to allow replication of the method development and its use by others? Partly

If any results are presented, are all the source data underlying the results available to ensure full reproducibility? Yes

Are the conclusions about the method and its performance adequately supported by the findings presented in the article? Yes
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