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Abstract

**Background:** This paper focuses on segmenting the exact location of endometriosis using the state-of-art technique known as U-Net. Endometriosis is a progressive disorder that has a significant impact on women. The lesion-like appearance that grows inside the uterus and sheds for every periodical cycle is known as endometriosis. If the lesion exists and is transferred to other locations in the women's reproductive system, it may lead to a serious problem. Besides radiologists deep learning techniques exist for recognizing the presence and aggravation of endometriosis.

**Methods:** The proposed method known as structural similarity analysis of endometriosis (SSAE) identifies the similarity between pathologically identified and annotated images obtained from standardized dataset known as GLENDA v1.5 by implementing two systematic approaches. The first approach is based on semantic segmentation and the second approach uses statistical analysis. Semantic segmentation is a cutting-edge technology for identifying exact locations by performing pixel-level classification. In semantic segmentation, U-Net is a transfer-learning architecture that works effectively for biomedical image classification. The SSAE implements the U-Net architecture for segmenting endometriosis based on the region of occurrence. The second approach proves the similarity between pathologically identified images and the corresponding annotated images using a statistical evaluation. Statistical analysis was performed using calculation of both the mean and standard deviation of all four regions by implementing systematic sampling procedure.

**Results:** The SSAE obtains the intersection over union value of 0.72 and the F1 score of 0.74 for the trained dataset. The means of both the laparoscopic and annotated images for all regions were similar. Consequently, the SSAE facilitated the presence of abnormalities in a specific region.
Conclusions: The proposed SSAE approach identifies the affected region using U-Net architecture and systematic sampling procedure.
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Introduction

Endometriosis is a common gynecological problem that occurs in women of aged 18 to 50 years. The lesion-like structure that underlines the uterus and other surrounding regions is referred to as endometriosis. Endometriosis along with the uterus affects other regions, including ovaries, peritoneum, and multiple locations known as deep infiltrating endometriosis. The most common practice for recognizing endometriosis is laparoscopy.

Deep infiltrating endometriosis (DIE) is a serious concern among women of reproductive age. The DIE affects multiple regions including the uterus, ovaries, gall bladder, liver, and other abdominal regions. DIE also penetrates approximately 4 to 5 mm into the tissues. DIE is unpredictable at earlier stages and poses a great challenge for gynecologists.

The greatest problem with endometriosis is unbearable abdominal pain and infertility, which in turn leads to psychological depression and serious health issues includes dysmenorrhea, severe pelvic pain, dyspareunia, frequent urination. The advanced stages of endometriosis may lead to endometrial cancer, leading to further complications. Computerized diagnosis helps radiologists in identifying the exact location and also precisely recognize abnormalities. Various methods exist for identifying endometriosis including magnetic resonance imaging (MRI), transvaginal scanning (TVUS), and laparoscopic surgery. Among all laparoscopic surgery is considered the best practice to identify the exact location of endometriosis. The staging depends on the location and aggravation of the lesion spread across multiple locations. According to the stages of endometriosis, endometriosis is classified as (a) minimal endometriosis, (b) mild endometriosis, (c) advanced or deep endometriosis.

The proposed work implements the segmentation process using predicted pathological images from earlier work and the corresponding annotated images from the dataset. The proposed work known as structural similarity analysis of endometriosis was validated using two approaches. The first approach was semantic segmentation using U-Net and the second approach used statistical evaluation.

Deep learning serves as a decision support system for radiologists. Deep learning is a state-of-the-art technique for recognizing the affected areas. Among the various deep learning networks, convolution neural networks (CNNs) play a vital role in processing biomedical images. CNNs perform various tasks including classification, prediction, localization, and segmentation. The CNN implements the segmentation process to recognize the pattern and identify the object. Segmentation analyzes the super pixel of each image and classifies them based on various criteria.

Segmentation can be classified majorly into two types: a) instance segmentation, b) semantic segmentation. The combination of these two segmentations is known as panoptic Segmentation. Instance segmentation considers multiple objects in the same class in various instances. Semantic segmentation treats multiple objects in a single class as a single instance. Medical images invoke a semantic segmentation. Image segmentation can be implemented effectively using transfer learning architectures including Mask R-CNN, fully convolution neural network (F-CNN), and U-Net architecture. In this study, segmentation was used to predict the exact location of the endometriosis by implementing pixel classification.

Semantic segmentation using the U-Net architecture was identified as a prominent segmentation process for biomedical images. U-Net is a transfer learning architecture that invokes CNN for implementing pixel classification. The U-Net architecture applies down sampling to extract more features from an image. Statistical analysis plays a predominant role in the validation and verification of medical datasets. The mean and standard deviation were used to analyze each value in the dataset and evaluate the difference in values.
Related studies
Literature studies used to analyze the similarity between two datasets based on deep learning techniques are discussed below.

Segmentation plays a vital role in recognizing abnormalities. Suggested gonadotrophin releasing hormone is used to improve pregnancy rates in women with and without endometriosis. Endometriosis was predicted using the transfer-learning approach. ResNet50 classifies pathological and non-pathological endometriosis with an accuracy rate of 91%. Attribute description was developed through "pattern recognition and image processing techniques". Ultrasonic images are used for extracting features, segmentation of images and so on. The segmentation of medical images was implemented using deep-learning techniques. A comparison was performed using supervised and weakly supervised learning techniques. Semantic segmentation in biomedical images was analyzed. Traditional segmentation loses pixel quality, whereas semantic segmentation processes preserve pixel quality through down-sampling process. Semantic segmentation invokes a CNN to maintain the pixel quality. The process known as automatic augmentation was implemented. The process involves the following steps: a) preprocessing of images b) detection of features c) mask generation d) mask processing and e) segmentation. Introduced image segmentation with discriminant analysis of dental radiographs. Because annotation was performed manually, the similarity between the overlapped region and the corresponding samples is preserved. The image segmentation was implemented on gastrointestinal images and later applied Machine learning algorithms for transparency. Hybrid segmentation known as a 3D residual network was used for identifying tumors in the kidney and liver. The Squeeze-excitation block along with the 3D RN, was used for segmenting the tumors. A convolution neural network (CNN) was used to segment skull regions from computed tomography (CT) images. The automated CNN outperforms well with a mean F1 score of 0.92 and a mean deviation of 1.2 mm±1.75 mm.

Various architectures exist for semantic segmentation to identify abnormalities. Various learning architectures exist for implementing segmentation. The U-Net architecture plays a predominant role in medical imaging. The U-Net module was implemented for segmenting lung nodules. CT scan images of the lung were used for segmentation with an F1 score of 0.82 and an intersection over union (IOU) value of 0.752. A novel method was introduced known as the U-NET transformer that encodes the sequence of input and captures global multiscale information. Performance was evaluated using brain tumor and spleen segmentation tasks. The ensemble machine learning model was implemented for evaluating endometriosis. CA-CNN, DFKZnet, and 3D U-Net was adopted to validate the performance of the ensemble learning model. The ovaries were classified automatically based on K-means clustering and an artificial neural network using texture features. Three features autocorrelation, average of sum, variance of sum were used for ovarian detection.

U-Net segmentation was implemented to identify uterine diseases using the MRI images. The mean F1 coefficient was 0.84 and the mean absolute distance was 18.5. Mi U-Net is a state-of-art technique that helps segment kidney stones from medical images. The Mi U-Net outperformed well in terms of qualitative and quantitative metrics. U-Net and DeeplabV3 segments were implemented to identify abnormalities in fetal echocardiograph. Among the two types of segmentation DeeplabV3 performs well and evaluation was performed based on the IOU, F1 Score. Docker-based deep learning outperforms other methods for segmenting biomedical images. DDeep3M works effectively on smaller and larger datasets. Mask RCNN segmentation was implemented for laparoscopic gynecological images. The model performed well with an accuracy of 95%.

From the literature review, various segmentation processes have been identified to recognize the aggravation of endometriosis. Segmentation was implemented by detecting features, K-means clustering, supervised machine learning algorithms, and neural network algorithms. Manually annotated images were also used to identify the overlapping regions, where pixel classification was not clear. A gap exists in the selection of annotated images and implementation of a suitable segmentation process. Hence the SSAE was implemented using two approaches to analyze the similarity between pathological images from earlier studies and their corresponding annotated images. Semantic segmentation along with U-Net plays a vital role in identifying abnormalities.

SSAE implements a semantic segmentation process to recognize the location and aggravation of endometriosis. The SSAE uses both pathologically proven endometriosis images from an earlier work and the corresponding annotated images to perform the segmentation process. The statistical method was adopted as yet another validation procedure for analyzing similarities.

Methods
This study took place in Jan 2022. Endometriosis was predicted in four regions of the reproductive system including ovary, uterus, peritoneum, deep infiltrating endometriosis (rectum, gall bladder). Laparoscopic images and annotated images of endometriosis were obtained from the standardized GLENDA v1.5 dataset. The dataset contains Laparoscopic images of both pathological and non-pathological identified endometriosis regions. Pathological lesions identified...
in laparoscopic images were used for segmentation process. In the proposed method 373 laparoscopic images and 628 corresponding annotated images were used for segmentation process.

A recognized pathological report of endometriosis was selected for segmentation. The images were classified as pathological images and their corresponding annotated images. Table 1 shows the number of endometriosis images by affected region.

Endometriosis is recognized at different location in a single pathological image. The pathologically affected images were identified from the dataset where the uterus is 17, Peritoneum is 257, Ovary is 53 and Deep infiltrating endometriosis is 55. These different locations were distributed into various annotated images for precise pixel classification. The endometriosis-affected uterus regions consisted of 17 raw images, and the lesions identified at multiple locations are distributed as 25 annotated images. Similarly, endometriosis affected peritoneum regions consist of 257 raw images in which the lesions identified at multiple locations are distributed as 489 annotated images. In addition, the endometriosis-affected ovary regions consisted of 53 raw images where the lesion identified at multiple locations is distributed as 54 annotated images.

Finally, endometriosis affected deep infiltrating endometriosis (rectum, sigmoid) regions consisting of 55 raw images, where the lesions identified at multiple locations were distributed as 59 annotated images. The Structural similarity analysis of Endometriosis (SSAE) methodology is illustrated in the Figure 1.

The identified pathological and annotated image datasets were given as input for SSAE. SSAE was effectively implemented using semantic segmentation and statistical analysis. The performance of semantic segmentation was validated using Intersection over union (IOU) and F1 score. Similarly, the statistical performance was evaluated using the mean and standard deviation.

**Semantic segmentation of endometriosis**

The semantic segmentation process ascertains the spread of endometriosis at multiple locations identified from pathologically proven images and mapped with annotated images. U-Net is a state-of-art technique for semantic segmentation to identify the images based on pixel classification. Semantic segmentation is a cutting-edge technology for recognizing the exact location of biomedical images. The steps involved in segmenting the laparoscopic images were as follows:

![Figure 1. Methodology of implementing structural similarity analysis of endometriosis. IOU=Intersection over union.](image)

<table>
<thead>
<tr>
<th>Affected region</th>
<th>Pathological images</th>
<th>Annotated images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uterus</td>
<td>17</td>
<td>25</td>
</tr>
<tr>
<td>Peritoneum</td>
<td>257</td>
<td>489</td>
</tr>
<tr>
<td>Ovary</td>
<td>53</td>
<td>54</td>
</tr>
<tr>
<td>Deep infiltrating endometriosis</td>
<td>55</td>
<td>59</td>
</tr>
</tbody>
</table>
1) Collection of Endometriosis Laparoscopic Image Dataset

2) Identified Pathological Endometriosis Laparoscopic Images

3) Identified Pathological Endometriosis Annotated Images

4) Pre-processing of Images includes Augmentation.


6) Performance validation of pixel classification using IOU, F1 score, IOU threshold, Jacard-Coefficient.

The steps are illustrated in Figure 2 as follows:

The obtained raw images and equivalent annotated images were preprocessed as follows. Preprocessing was performed effectively through augmentation. Preprocessing includes (a) rotation (b) horizontal shift (c) vertical shift (d) shear range, (e) zoom range. These augmentation processes increased the size of the training dataset. The various augmentation process performed for training data are as follows: a) rotation range as 15, b) shift range in width wise as 0.05, c) shift range in height wise as 0.05, d) shear range as 50, e) zoom range as 0.02 respectively. The training and test data was split as 70% and 30% for training and testing data. The segmentation process was implemented on the preprocessed images. The segmentation process implements pixel classification to ensure the aggravation of endometriosis at various locations. Various segmentation architecture processes have been proposed. The most effective U-Net architecture was implemented. U-Net is a convolution neural network architecture that was mainly developed to identify the precise location of the infected area.

The U-Net model was implemented with the following parameters: a) filter size as 64, b) Adam optimizer, c) loss function as binary cross entropy d) softmax as activation function. The training model was implemented with 20 epochs with 50 steps per epochs. From the targeted output, it was possible to identify the intensity of endometriosis in every region using pixel classification. Table 2 lists the various hyper parameters identified for execution. The model is available from GitHub and is archived with Zenodo.

---

**Figure 2. Steps involved in image segmentation.**
The performance of the proposed system was evaluated using various metrics as follows:

**Intersection over union (IoU)**

The IoU[^34] is calculated as the ratio of the overlapped area between the predicted and ground truth to the overall area between the predicted and targeted areas.

\[
\text{IoU} = \frac{\alpha \cap \beta}{\alpha \cup \beta}
\]  

(1)

Where \(\alpha \cap \beta\) indicates the overlapped area and \(\alpha \cup \beta\) indicates the overall area.

**F1 Score**

The F1 Score[^35] is calculated as the ratio of the overlapped area multiplied by two to the total number of pixels in both images.

\[
\text{F1 Score} = \frac{2 \times \alpha \cap \beta}{\rho \beta}
\]  

(2)

Where \(\alpha \cap \beta\) indicates the overlapped area and \(\rho \beta\) denotes pixel of both the images.

**Statistical analysis of endometriosis**

The pathologically identified datasets and annotated datasets were used as inputs for statistical analysis[^46]. The statistical analysis was performed in Excel 2013. Systematic random sampling is an effective sampling technique. It reduces biased sample values and improve accuracy. Systematic random sampling was performed to validate the pathologically identified images with annotated images. The pixel intensity of endometriosis affected four regions namely the uterus, ovary, peritoneum, and deep infiltrating (rectum) were calculated as follows:

To perform systematic sampling, population size, sample size, and starting point were calculated as follows:

\[
K = \frac{N}{n}
\]  

(3)

Where \(K\) is the systematic sampling value, \(N\) is the number of images and \(n\) is the sample size taken. The starting point (\(\emptyset\)) was calculated based on the systematic sample value.

The random weight value is calculated using starting point value as follows:

\[
\gamma = \text{mod}(\emptyset, k) + 1
\]  

(4)

where \(\gamma\) represents the random weight value calculated for both pathological and the annotated images.

**Table 2. Hyper parameters with values identified for execution.** IOU=intersection over union.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of classes</td>
<td>4</td>
</tr>
<tr>
<td>Number of layers</td>
<td>4</td>
</tr>
<tr>
<td>Filters</td>
<td>64</td>
</tr>
<tr>
<td>Pooling</td>
<td>Maxpooling</td>
</tr>
<tr>
<td>Output activation</td>
<td>Softmax</td>
</tr>
<tr>
<td>Activation</td>
<td>Relu</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Loss</td>
<td>Binary_crossentropy</td>
</tr>
<tr>
<td>Epochs</td>
<td>20</td>
</tr>
<tr>
<td>Steps per epoch</td>
<td>50</td>
</tr>
<tr>
<td>Metrics</td>
<td>IoU, IoU threshold, F1 Score, Jaccard_Coeff</td>
</tr>
</tbody>
</table>
By multiplying the random weight value with the corresponding identified pixel value ($pl$) of laparoscopic images, the desired sampling value was obtained as follows.

$$\delta L = pl_i \ast \gamma li \quad \forall \; i < -1 \; \text{to} \; x \quad (5)$$

Similarly, for annotated images, the sampling value was calculated as follows:

$$\delta A = pAi \ast \gamma Ai \quad \forall \; i < -1 \; \text{to} \; x \quad (6)$$

where ($pA$) represents the pixel value of annotated images. $\delta L$ and $\delta A$ represent the sampling values of pathologically identified and annotated images for the uterus, ovary, peritoneum, and deep infiltrating.

The mean and standard deviation of the sampling values\(^{30}\) for both pathologically identified and annotated images that included all four regions were calculated as follows:

$$\lambda_{Li} = \frac{\sum \delta L}{n} \quad (7)$$

$$\mu_{Li} = \sqrt{\frac{\sum (pLi - \lambda Li)^2}{n - 1}} \quad (8)$$

Where $\lambda_{Li}$ and $\mu_{Li}$ represent the mean and standard deviation for laparoscopic images of all four regions. Similarly for annotated images,

$$\lambda_{Ai} = \frac{\sum \delta A}{n} \quad (9)$$

$$\mu_{Ai} = \sqrt{\frac{\sum (pAi - \lambda Ai)^2}{n - 1}} \quad (10)$$

Where $\lambda_{Ai}$ and $\mu_{Ai}$ represent the mean and standard deviation for annotated images of all four regions.

**Results**

The pathologically identified images and their corresponding annotated images of endometriosis were considered as inputs for segmentation. The four regions including the ovary, uterus, peritoneum, and deep infiltrating endometriosis are involved in pixel classification. The pathologically identified images and annotated images were pre-processed. These preprocessing include rotation and shifting to increase the training size of the images. As a result, the pre-processed images were fed as input to the segmentation.

Segmentation analyzes the pre-processed images pixel-by-pixel level. Semantic segmentation involves the classification of each pixel of an image into all classes. The U-Net architecture\(^{36}\) implements a down sampling technique to encode the input images to attribute representation at multiple levels.

The pathological\(^{37}\) and annotated images were provided as input for semantic segmentation using U-Net architecture. As a result of the segmentation process involving various parameters the ground truth area was identified which predicts the region of occurrence as a segmented output as illustrated in Figure 3.

The hyper parameters as mentioned were executed in the colab environment and the total number of parameters executed was 31,055,492 with trainable parameters as 31,043,716 and non-trainable parameters as 11,776.

A careful investigation was performed by selecting the network parameters. Trials were carried out to identify the optimized parametric value. The filter size was identified based on trials with sizes as 16, 32 and 64 and it was found that a filter size 64 was the most optimized parameter values. The overlapping region was not sufficient for the lower bound values of filter sizes\(^{38}\) 16 and 32. Similarly, the optimizers used for U-Net architectures were RMSprop, SGD, and
Adam. Also the epoch sizes were chosen based on empirical analysis. The epoch size identified was 10, 20 and 30. The results obtained are illustrated in Figures 4-6.

The prediction area was evaluated using the following performance metrics: a) IOU b) F1 Score) with a filter size of 64, epochs of 20, and Adam optimizer was selected. Based on the execution with the identified hyper parameters the ground truth was predicted and the output image obtained was depicted in Figure 7.

A comparison was made between the training IOU and validation IOU along with the epochs. The best identified parameters were executed and graph was illustrated in Figure 8.
Figure 4. Filter size vs metrics. IOU=intersection over union.

Figure 5. Epoch's vs metrics. IOU=intersection over union.

Figure 6. Optimizer vs metrics. IOU=intersection over union.
Figure 7. Predicted ground truth images. The laparoscopic images are taken from the GLENDA dataset under CC BY 4.0.31

Figure 8. F1 Score and IOU vs epochs.

Table 3. Metrics measured for various architectures. IOU=intersection over union.

<table>
<thead>
<tr>
<th>Architectures</th>
<th>IOU</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNET</td>
<td>0.72</td>
<td>0.74</td>
</tr>
<tr>
<td>Fully conventional network</td>
<td>0.68</td>
<td>0.74</td>
</tr>
<tr>
<td>Mask RCNN</td>
<td>0.71</td>
<td>0.73</td>
</tr>
</tbody>
</table>
The proposed methodology for segmenting the endometriosis to identify the similarity of pixels between pathological and annotated images was compared with other architectures. The various architectures used for analyzing the pathological and annotated images were fully conventional network and Mask RCNN. Mask RCNN is an object detection algorithm that was used for identifying objects in various scales and performs well for smart systems. Fully convolution network is also applied for biomedical image process. These architectures of three networks were compared based on their performance using overlapping regions. Table 3 presents the comparison was based on various metrics and comparison was illustrated in Figure 9.

The proposed SSAE method was compared with other existing methods, where the SSAE method performs well in terms of Intersection over Union and F1 Score. The comparison is illustrated in Table 4.

In addition to the segmentation process, the intensity of endometriosis was identified using statistical analysis. The pixel intensity of affected regions was identified for both pathological and annotated images. Random sampling was applied to both the pathological images and annotated image pixel values. From the obtained values, the mean and standard deviation were calculated for both the pathological and annotated images for all four regions was listed in Table 4.

### Table 4. Comparison of Existing methods with proposed SSAE method. SSAE=structural similarity analysis of endometriosis; IOU=intersection over union; MRI=magnetic resonance imaging.

<table>
<thead>
<tr>
<th>Images used</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leibetseder⁴³</td>
<td>Laparoscopic images</td>
</tr>
<tr>
<td>Giusti⁴⁴</td>
<td>MRI images</td>
</tr>
<tr>
<td>Ma⁴⁵</td>
<td>MRI images</td>
</tr>
<tr>
<td>Proposed (SSAE)</td>
<td>Laparoscopic images</td>
</tr>
</tbody>
</table>

The proposed methodology for segmenting the endometriosis to identify the similarity of pixels between pathological and annotated images was compared with other architectures. The various architectures used for analyzing the pathological and annotated images were fully conventional network and Mask RCNN. Mask RCNN is an object detection algorithm that was used for identifying objects in various scales and performs well for smart systems. Fully convolution network is also applied for biomedical image process. These architectures of three networks were compared based on their performance using overlapping regions. Table 3 presents the comparison was based on various metrics and comparison was illustrated in Figure 9.

The proposed SSAE method was compared with other existing methods, where the SSAE method performs well in terms of Intersection over Union and F1 Score. The comparison is illustrated in Table 4.

In addition to the segmentation process, the intensity of endometriosis was identified using statistical analysis. The pixel intensity of affected regions was identified for both pathological and annotated images. Random sampling was applied to both the pathological images and annotated image pixel values. From the obtained values, the mean and standard deviation were calculated for both the pathological and annotated images for all four regions was listed in Table 4.

### Discussion

The empirical analysis was performed to identify the hyper parameters for segmenting the exact location. Based on analysis, the Adam optimizer performs well for overlapping regions based on the performance of intersection over union. The next parameter was the loss function. The loss functions used in U-Net architectures are cross-entropy loss, focal loss, and IoU Loss.⁴² Cross-entropy performs well based on the overlapping region. The sizes of the epochs were 10, 20 and 30. It was identified that intersection over Union was obtained when the epoch size was 20. When the epoch size was 10, the performance of the IOU was not up to the level, whereas when the epoch size was 30, outliers were found to be detected.

The filter size was analyzed based on the performance of the SSAE method. When the filter size was 16, the obtained IOU was 0.48 and the F1 Score was 0.56. In addition, when the filter size was 32, the IOU was 0.65 and the F1 Score was 0.68. Finally, the best overlapping occurs when the filter size as 32 with IOU of 0.72 and F1 Score of 0.74 (Figure 4).
The optimizer plays an important role in identifying the segmented regions. Various optimizer were analyzed based on the performance of the SSAE method. First the U-Net optimizer known as RMSprop was used where the overlapping region was not clear with an IOU of 0.3 and a F1 Score of 0.35. The second optimizer identified was SGD (stochastic gradient descent), where the IOU was 0.48 and the F1 Score was 0.58. Finally, the best overlap occurs when the Adam optimizer was executed with an IOU of 0.72 and the F1 Score of 0.74 (Figure 5).

An epoch trains the data with the specified parameters with forward and backward passes. An epoch improves the quality of the metrics. In the given model, epoch size was determined based on the metric value obtained at the end of each pass. Initially 10 epochs were used where the model obtained an IOU of 0.58, F1 Score of 0.55. To fine tune the parameters, the epoch size was increased to 20 where the IOU was 0.72 and the F1 Score was 0.74. Finally, epoch size was tuned to 30, leading to overfitting. The epoch size of 20 outperformed well for the given model and all comparisons are illustrated in Figure 6.

The F1 Score is another method used to evaluate the pixel classification performance. The training and validation F1 Score was compared with those of epochs and graphical illustrations are presented in Figure 8.

Among all other architecture, structural similarity between pathological and annotated images was implemented with higher performance using U-Net with an IOU of 0.72 and F1 score of 0.74, where the fully conventional network contains an IOU of 0.68 and an F1 score of 0.74. In addition, the performance of Mask RCNN obtains an IOU of 0.71 and an F1 score of 0.73. A graphical representation of performance analysis of the various architectures is illustrated in Figure 9.

The proposed SSAE method was compared with existing methods that invoke segmentation process for identifying various disorder. The first method was proposed by Leibetseder. In this approach laparoscopic images of endometriosis was segmented using FCNN and Mask RCNN. This method obtained an IOU of 0.7 and F1 score of 0.73. Similarly, Giusti uses Magnetic resonance images for segmenting deep infiltrating endometriosis. The method obtains an IOU of 0.68 and F1 score of 0.7. Next method Ma uses Magnetic resonance images for segmenting gall bladder where the IOU obtained was 0.66 and F1 Score was 0.68. The SSAE method outperforms well as listed in Table 4.

The calculated values for the four regions are listed in Table 5. In the pathological images, the mean value for the uterus was 0.559 which was closer to the mean value of the uterus in the annotated images. In addition, the mean value of the peritoneum in the pathological images was 1.188 which was closer to the annotated image mean value of the peritoneum. The next region’s ovary mean value in the pathological image is 0.861 which is closer to the mean value of Ovary in the annotated images. Finally, the DIE mean value is 0.85 was closer to the mean value of DIE in the annotated images.

Similarly, the standard deviation of the uterus in a pathological image is 0.040, which is closer to the standard deviation of uterus in annotated images is 0.056. In addition, the standard deviation of the peritoneum in the pathological image is 0.0770 which was closer to annotated image standard deviation of peritoneum is 0.077. The standard deviation of the next region of the ovary in the pathological image is 0.056 which is closer to the standard deviation of ovary in the annotated images as 0.080. Finally, the standard deviation of DIE is 0.0544 which was closer to the standard deviation of DIE in annotated image of 0.060. Among the four regions, peritoneum has the major impact that was identified from the mean value obtained.

**Conclusion**

Endometriosis is a disease that affects 1/15th of women in the reproductive age groups. The proposed SSAE system evaluates the aggravation of endometriosis at distinct locations namely the uterus, ovary, peritoneum, and rectum from pathologically proven and corresponding annotated images. The proposed work invokes the U-Net architecture.
for segmenting the endometriosis-affected regions for pixel-level classification. Along with U-Net architecture, the performance of other segmentation techniques were compared. The techniques include Mask R CNN and Fully CNN. The performance of U-Net architecture was better when compared to performance of Mask R CNN and Fully CNN. In addition to the segmentation process, system sampling was performed using the intensity of the pixel values from both the pathological and annotated images. Means and standard deviations were calculated as a result of the sampling process. The mean and standard deviation obtained for each region in the pathological images were similar to the mean and standard deviation of the annotated images. The statistical value obtained for the peritoneum was $1.188 \pm 0.0773$ for pathological images which was similar to the value obtained for annotated images $1.2142 \pm 0.0770$. Similarly, for the uterus the statistical value was $0.559 \pm 0.0404$ in the pathological images as $0.566 \pm 0.0532$ in the annotated images. Ovary the value in pathological images as $0.8613 \pm 0.0566$ was identical to the statistical value of annotated ovarian images as $1.0921 \pm 0.0806$. Finally, the peritoneum obtained the statistical value of $0.859 \pm 0.054$ in the pathological images which was similar to annotated image value of $1.0040 \pm 0.0606$. The proposed system obtains the IOU of 0.72 and an F1 score of 0.74.

Data availability

Source data

The standardized Endometriosis dataset was obtained from Glenda V1.5. The dataset holds around 25000 both pathological, non-pathological images, and annotated images. The dataset consists of four labels: Ovary, Peritoneum, Uterus and Deep Infiltrating Endometriosis.

Underlying data

Figshare: Endometriosis Dataset Description and Mean Standard Calculation. https://doi.org/10.6084/m9.figshare.19330682.v1

This project contains the following underlying data:

- DIE_Mean and Standard Deviation.csv
- Ovary_Mean and Standard Deviation.csv
- Peritoneum_Mean and Standard Deviation.csv
- Uterus_Mean and Standard Deviation.csv

Data are available under the terms of the Creative Commons Zero “No rights reserved” data waiver (CC0 1.0 Public domain dedication).

Software availability


Archived source code at time of publication: https://doi.org/10.5281/zenodo.6324521

License: Creative Commons Zero “No rights reserved” data waiver (CC0 1.0 Public domain dedication).
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S. Muthurajkumar
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The authors proposed the work using segmentation process on images. Overall the article is a clear, concise and well written manuscript.

In the introduction part, the authors addresses two types of segmentation processes and identifies semantic segmentation as the prominent one for the proposed study. Various related studies were analyzed to choose U-Net architecture for performing segmentation. In the methodological section, the overview of steps involved in the segmentation process was elaborated. The reason for choosing appropriate hyper parameters was mentioned. Along with the segmentation process, statistical analysis were used for validation of locating endometriosis in distinct regions. The performance of the proposed approach was evaluated using the metrics a) intersection over union, b) F1 score, c) Mean and standard deviation. The result and discussion focus on the results obtained based on various dimensions. First various filter size was compared with the metric intersection over union. Next various epochs were compared with metrics intersection over union and F1 score. Finally, the optimizer was compared with metrics intersection over union and F1 score. Also, the training and testing score of intersection over union and F1 score was illustrated for the optimized epoch value. Finally, the U-Net architecture performance was compared with the metrics of fully conventional network and Mask R CNN for the identified dataset. At last the result obtained from metrics of various existing methods were compared with the proposed method. The conclusion section, provides an overview of the entire work with the results obtained using segmentation and statistical analysis process.

The authors addresses the major concern of endometriosis and states the solution by segmenting the regions affected by endometriosis. The proposed approach identifies the precise location of endometriosis by segmentation using cutting-edge technology. The authors therefore presented a concise need on the importance of anatomy-based analysis of endometriosis.

There are certain clarifications that need to be addressed by the author.

1. Emphasize a short description on various types of segmentation process.
2. Highlight the needs of three segmentation process for which the comparative study was performed.

3. In the implementation section, the reason for selecting systematic random sampling can be mentioned more appropriately.

4. In the conclusion section, the statistical sampling was written where, the semantic segmentation process could be more emphasized.

Is the work clearly and accurately presented and does it cite the current literature?
Yes

Is the study design appropriate and is the work technically sound?
Yes

Are sufficient details of methods and analysis provided to allow replication by others?
Yes

If applicable, is the statistical analysis and its interpretation appropriate?
Yes

Are all the source data underlying the results available to ensure full reproducibility?
Yes

Are the conclusions drawn adequately supported by the results?
Yes
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