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Abstract

**Background:** The unprecedented development of Artificial Intelligence has revolutionised the healthcare industry. In the next generation of healthcare systems, self-diagnosis will be pivotal to personalised healthcare services. During the COVID-19 pandemic, new screening and diagnostic approaches like mobile health are well-positioned to reduce disease spread and overcome geographical barriers. This paper presents a non-invasive screening approach to predict the health of a person from visually observable features using machine learning techniques. Images like face and skin surface of the patients are acquired using camera or mobile devices and analysed to derive clinical reasoning and prediction of the person's health.

**Methods:** In specific, a two-level classification approach is presented. The proposed hierarchical model chooses a class by training a binary classifier at the node of the hierarchy. Prediction is then made using a set of class-specific reduced feature set.

**Results:** Testing accuracies of 86.87% and 76.84% are reported for the first and second-level classification. Empirical results demonstrate that the proposed approach yields favourable prediction results while greatly reduces the computational time.

**Conclusions:** The study suggests that it is possible to predict the health condition of a person based on his/her face appearance using cost-effective machine learning approaches.
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Introduction
As technology advances, machine learning techniques have been growing in popularity over the past years. Machine learning techniques have proven to be effective in solving many modern problems in different domains. There is an increased research interest in applying machine learning methods for clinical informatics and healthcare systems.1-4 Meanwhile, facial recognition technology has been vastly utilized in various fields. For instance, it has been applied to unlock phones, find wanted fugitives and diagnose diseases. There have been many kinds of research done on disease diagnosis using facial images.5-8 Systems that only use facial features to diagnose illnesses are beneficial for remote medical diagnosis.

In this research, a machine learning approach was developed to detect the health condition of a person based on facial features. The purpose of the health prediction system was to identify images as ‘healthy’, or ‘ill’ with either ‘fever’, ‘sore throat’, or ‘runny nose’ symptoms. Facial images containing healthy and ill faces (fever, sore throat and runny nose) were collected. Then, discriminative facial features were extracted from the images using different feature extraction techniques. These features were used to train several machine learning classifiers for health prediction.

Literature review
In this section, various types of approaches to health prediction using facial features are studied and reviewed to learn about their respective advantages and disadvantages. These approaches are separated into two categories: conventional approaches and deep learning approaches.

Conventional approaches
In 2013, Zhao et al.1 introduced an approach to classify Down Syndrome through image-based facial dysmorphism. Facial features were extracted using Contourlet transform-based and local binary pattern-based (LBP) local texture features, as well as geometric features using landmarks of facial anatomy. The support vector machine (SVM) classifier, this technique has produced an accuracy of 97.92%.

A survey done by2 about genetic disorders diagnosis based on facial images, Saraydemir et al.3 presented an approach to identify subjects with Down Syndrome from healthy subjects using facial image. Gabor wavelet transform (GWT) was implemented for feature extraction purposes. Then, linear discriminant analysis (LDA) and principal component analysis (PCA) were carried out for the reduction of dimension. 96% and 97.34% accuracy were produced.

A research conducted by5 developed an approach for identifying Down Syndrome based on analysis of facial landmarks on 2D images. An independent component analysis-based hierarchical constrained local model (HCLM) was introduced to identify the landmarks of a face. The method was also tested on a mixed-syndromes dataset, and the highest accuracy achieved was 97%.

Another study related to health prediction systems using facial features that uses traditional machine learning methods, is an acromegaly identification using facial images proposed by.6 A few conventional methods such as SVM, generalized linear models (LM), k-NN, RF of randomized trees (RT) as well as other deep learning methods were used to train the model. The best performance was attained by the SVM method with a 95% PPV and 88% NPV, and with an accuracy of 91%. With frontalized faces, k-NN worked best with 89% PPV and 93% NPV, also with an accuracy of 91%.

Deep learning approaches
In 2018, Sajid et al.7 developed a palsy grading system based on unsymmetrical facial features using deep learning. A convolutional neural network (CNN) was proposed to extract features that exhibited palsy symptoms from a large number of facial images. The results of the model on the improved dataset showed a recognition rate of 92.6%.

A facial analysis framework introduced by8 called DeepGestalt, to identify rare genetic syndromes using deep learning. The training process of the DeepGestalt model consisted of two steps. Firstly, an overall representation of the face was learned by the model. The binary classification problem of identifying Angelman Syndrome (AS) and Cornelia De Lange Syndrome (CdLS) patients achieved an accuracy of 92% and 96.88%, respectively.

In year 2020,9 proposed to detect cancer using the facial features of patients. They used the network architecture of a residual neural network (ResNet) which comprised 27 convolution layers and two fully connected (FC) layers. Transfer learning was also applied for convolution layers 1-5 by directly obtaining the weights from a pre-trained face encoding model developed by.10 To describe the distinguishing traits of non-cancer and cancer datasets, they used
gradient-weighted class activation mapping (grad-CAM) for the model that they trained. The accuracy rate produced by this approach was 82%.

Apart from that, 11 developed a technique to detect Down Syndrome automatically based on facial images with deep convolutional neural network (DCNN). Firstly, they trained a DCNN on a large dataset to acquire an overall face encoding network. The network architecture consists of ten convolutional layers activated by ReLU along with three FC layers. This method achieved an accuracy of 95.87%.

Also in 2020, 12 developed a study to diagnose and classify the severity of acromegaly at different severity levels using facial images with deep learning. CNN was used in this method. For facial recognition, the pre-trained Inception ResNet V1 was utilized to extract features. The total prediction accuracy achieved by this method was 90.7%.

Methods

Proposed solution

A two-level classification approach is presented in this paper for health prediction based on facial features. Figure 1 shows the processes of how a prediction model was developed. First, facial images of healthy and ill (fever, sore throat and runny nose) persons were collected. Then, these images were pre-processed to clean, standardize and normalize the data. There are two levels of classification. The first-level classification is responsible for classifying samples into ‘healthy’ and ‘ill’ classes, while the second-level classification is in charge of classifying the ‘ill’ samples into ‘fever’, ‘sore throat’, and ‘runny nose’ classes. Therefore, there are two levels of model training in the proposed solution. In this research, conventional machine learning methods were adopted.

The feature extraction methods used were local binary pattern (LBP), PCA, LDA, and Gabor filter. The classifiers used were SVM, NN, KNN, and RF. A total of 16 combinations among the feature extraction techniques and classifiers mentioned were experimented with to find the best-performing model.

![Flowchart](Image)

**Figure 1. Proposed framework.**
Datasets
In this study, a total of 733 facial images of healthy and ill persons were collected. Among 733 images, 233 are images of ill persons who had either fever, sore throat, or runny nose and 500 were images with healthy or normal persons. 420 out of the 500 healthy images contained normal faces of people from ages 1 to 50, while the remaining 80 images were healthy throat images. Images of healthy throat and ill persons were manually collected from various online sources, while images of healthy faces were obtained from the UTKFace database. The number of images for each class and subclass is listed in Table 1.

Results and discussion
In this section, the experimental results for the different models that consist of the combinations of four feature extraction methods and four classifiers are presented, analysed and discussed. The testing accuracies of the first and second-level classification of each model were recorded for 10 runs.

SVM variants
The first experiment validates the performance of the SVM variant. Table 2 demonstrates the results of the SVM variant for the first and second classification tests. Among LBP, PCA, LDA and Gabor filter features, PCA features performed the best with SVM in the first-level classification. It achieves a promising result of 85.85% average testing accuracy with minimal overfitting. On the other hand, the LBP features performed the best with SVM in the second-level classification, with an average testing accuracy of 73.32%. The SVM variants generally produced results with the least overfitting among all the classifiers.

NN variants
The experimental results for the NN variants are depicted in Table 5. Among all the feature extraction techniques, PCA features worked best with NN in the first-level classification. It achieved an average testing accuracy as high as 91.84%. On the other hand, the LBP features performed best with NN in the second-level classification with an average testing accuracy of 76.84%. In the second-level classification, the LBP model was also the only model that stood out among the other NN variants.

KNN variants
The performance of the KNN variants for the first and second level classifications is given in Table 4. Among all the feature extraction techniques, again, PCA features worked best with KNN in the first-level classification, with an average testing accuracy as high as 90.34%. The same model also performed best in the second-level classification among all the KNN variants, as it obtained an average testing accuracy of 70.03%.

RF variants
The experimental results for the RF variants are displayed in Table 5. Among all the features extraction techniques, once again, at 88.57% average testing accuracy, PCA features performed the best with RF in the first-level classification.

<table>
<thead>
<tr>
<th>Class</th>
<th>Subclass</th>
<th>Number of images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td></td>
<td>500</td>
</tr>
<tr>
<td>Ill</td>
<td>Fever</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>Sore throat</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>Running nose</td>
<td>75</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Methods</th>
<th>1st Level classification testing</th>
<th>2nd Level classification testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP + SVM</td>
<td>80.88</td>
<td>73.32</td>
</tr>
<tr>
<td>PCA + SVM</td>
<td>85.85</td>
<td>64.05</td>
</tr>
<tr>
<td>LDS + SVM</td>
<td>85.37</td>
<td>63.01</td>
</tr>
<tr>
<td>GABOR FILTER + SVM</td>
<td>81.29</td>
<td>63.45</td>
</tr>
</tbody>
</table>
model also scored best in the second-level classification among all the RF variants as it obtained an average testing accuracy of 74.15%.

**First-level classification results**

According to the experimental results of all the models shown in Tables 2 to 5, two models achieved over 90% average testing accuracies in the first-level classification. These models are the PCA+NN and PCA+KNN model.

**PCA+NN**

The model that achieved the highest accuracy in the first-level classification was PCA+NN. It obtained a 91.84% average testing accuracy. The high accuracy could be due to the fact that PCA effectively reduces the dimensions of data and it is able to capture the important correlations and patterns that best characterize the data. The misclassified samples were plotted during one of the runs of the finalized PCA+NN model. Out of the 147 samples, there were 15 misclassified samples.

**PCA+KNN**

The PCA+KNN model obtained the second-highest accuracies in the first-level classification after PCA+NN. Its performance was as good as that of PCA+KNN as it achieved a 90.34% average testing accuracy. Figure 2 shows the confusion matrix after running the first-level classification of PCA+KNN model. There is not much difference between the performance of PCA+NN and PCA+KNN as both of them were able to perform equally well.

**Overall first-level performance**

Apart from PCA+NN and PCA+KNN, the overall results of the first-level classification were rather good as most of the models achieved an average testing accuracy of 80% and above. Even though the other models overfit more than

---

**Table 3. Experimental results of NN variants.** The best results are highlighted in bold.

<table>
<thead>
<tr>
<th>Methods</th>
<th>1st Level classification testing</th>
<th>2nd Level classification testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP + NN</td>
<td>86.87</td>
<td>76.84</td>
</tr>
<tr>
<td>PCA + NN</td>
<td><strong>91.84</strong></td>
<td>66.96</td>
</tr>
<tr>
<td>LDA + NN</td>
<td>86.87</td>
<td>63.19</td>
</tr>
<tr>
<td>GABOR FILTER + NN</td>
<td>86.05</td>
<td>66.93</td>
</tr>
</tbody>
</table>

**Table 4. Experimental results of KNN variants.** The best results are highlighted in bold.

<table>
<thead>
<tr>
<th>Methods</th>
<th>1st Level classification testing</th>
<th>2nd Level classification testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP + NN</td>
<td>83.54</td>
<td>65.33</td>
</tr>
<tr>
<td>PCA + KNN</td>
<td><strong>90.34</strong></td>
<td>70.03</td>
</tr>
<tr>
<td>LDA + KNN</td>
<td>86.53</td>
<td>63.78</td>
</tr>
<tr>
<td>GABOR FILTER + KNN</td>
<td>72.26</td>
<td>63.02</td>
</tr>
</tbody>
</table>

**Table 5. Experimental results of RF variants.** The best results are highlighted in bold.

<table>
<thead>
<tr>
<th>Methods</th>
<th>1st Level classification testing</th>
<th>2nd Level classification testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP + RF</td>
<td>83.61</td>
<td>67.95</td>
</tr>
<tr>
<td>PCA + RF</td>
<td><strong>88.57</strong></td>
<td><strong>74.15</strong></td>
</tr>
<tr>
<td>LDA + RF</td>
<td>85.31</td>
<td>64.15</td>
</tr>
<tr>
<td>GABOR FILTER + RF</td>
<td>87.89</td>
<td>62.41</td>
</tr>
</tbody>
</table>
PCA+NN and PCA+KNN, their results were still considered rather satisfactory. The symptoms shown on the faces of ill people or sore throats are important features to help the model classify healthy and ill samples.\textsuperscript{17}

Second-level classification results

Based on the results given in Tables 2 to 5, a total of four models achieved average testing accuracies between 70% and 77% in the second-level classification. These models were the LBP+NN, PCA+RF, LBP+SVM, and PCA+KNN model.

\textit{LBP+NN}

The model that achieved the highest accuracy in the second-level classification was LBP+NN. It obtained an average testing accuracy of 76.84%. Its performance was considered rather satisfactory, as most of the other models only obtained testing accuracies between 60\% and 68\% on average. The reason that LBP+NN could perform well could be that the LBP features were invariant to illumination and were highly discriminative.

\textit{PCA+RF}

The PCA+RF model performed nearly as well compared to LBP+NN with an average testing accuracy of 74.15\% in the second-level classification. It performed well due to the previously mentioned benefits of the combination of PCA and RF being a classifier with outstanding predictive capabilities. Figure 3 shows the confusion matrix produced after running the second-level classification of PCA+RF model.

The confusion matrix was generated during one of the runs of the finalized PCA+RF model. The 0 label represents the ‘fever’ class, 1 represents the ‘sore throat’ class and 2 represents the ‘running nose’ class. It can be seen that the top two misclassified classes were the ‘fever’ (0) and ‘runny nose’ (2) classes, with 15 fever samples misclassified as runny nose.

\begin{figure}[h]
  \centering
  \includegraphics[width=0.5\textwidth]{confusion_matrix_PCA_knn.png}
  \caption{Confusion matrix of PCA+KNN at first-level classification.}
\end{figure}

\begin{figure}[h]
  \centering
  \includegraphics[width=0.5\textwidth]{confusion_matrix_PCA_rf.png}
  \caption{Confusion matrix of PCA+RF at second-level classification.}
\end{figure}
and seven runny nose samples misclassified as fever. The reason for this occurrence is the same as for the LBP+NN model’s case. The total number of samples misclassified by PCA+RF for this run was 31 samples, with only one additional misclassified sample compared to the LBP+NN model. Hence, PCA+RF was able to produce results as good as LBP+NN in the second-level classification.

**LBP+SVM and PCA+KNN**

Other than the LBP+NN and PCA+RF, the two remaining models that achieved over 70% average testing accuracies were LBP+SVM and PCA+KNN. The LBP+SVM model obtained a 73.32% average testing accuracy in the second-level classification. The reason behind its performance is the robustness of LBP as well as the fact that SVM is effective in situations where the number of dimensions is larger than the number of samples. In the model’s second-level classification, the number of testing samples was always lesser than the number of dimensions.

**Best model for the health prediction system**

Among all models, the LBP+NN variant had the best overall performance in the first and second-level classifications. It achieved the highest average testing accuracy of 76.84% in the second-level classification. It also performed considerably well in the first-level classification with lesser overfitting than the other models with similar performances, as it showed 94.38% and 86.87% average training and testing accuracies, respectively.

**Conclusions**

This paper presents a health prediction system using facial features evaluated using different machine learning models. Datasets containing facial images of healthy and ill (fever, sore throat and runny nose) persons were collected. The facial features of the images were extracted using LBP, PCA, LDA and Gabor filter feature extraction techniques. The features were trained using SVM, NN, KNN and RF classifiers. Among the 16 models, the LBP+NN model yielded the best overall performance for both the first and second-level classifications. It obtained average testing accuracies of 86.87% and 76.84% for the first and second-level classification, respectively.
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