Supplementary Methods

Full Reproducibility of the Analysis Results

We will describe how to fully reproduce the figures and tables reported in the main manuscript. We automated the analysis pipeline so that minimal manual interaction is required to reproduce our results. To do this, one must simply:

1. Set up the software environment
2. Run the R scripts
3. Generate the Supplementary Information

The code and associated files are publicly available on GitHub: https://github.com/bhklab/cdrug2

Set up the software environment

We developed and tested our analysis pipeline using R running on Linux and Mac OS X platforms.

To mimic our software environment the following R packages should be installed.

- R version 3.3.1 (2016-06-21), x86_64-apple-darwin13.4.0
- Base packages: base, datasets, graphics, grDevices, grid, methods, parallel, stats, utils
- Other packages: Biobase 2.28.0, BiocGenerics 0.14.0, biomaRt 2.24.1, devtools 1.12.0, Formula 1.2-1, futile.logger 1.4.3, geneuf 1.18.0, ggplot2 2.1.0, Hmisc 3.17-4, lattice 0.20-33, mclust 5.2, PharmacoGx 1.3.2, pROC 1.8, prodlim 1.5.7, psych 1.6.6, RColorBrewer 1.1-2, rJava 0.9-8, survcomp 1.18.0, survival 2.39-5, VennDiagram 1.6.17, xlsx 0.5.7, xlsxjars 0.6.1, xtable 1.8-2
- Loaded via a namespace (and not attached): acepack 1.3-3.3, amap 0.8-14, AnnotationDbi 1.30.1, BiocInstaller 1.18.5, bitops 1.0-6, bootstrap 2015.2, caTools 1.17.1, celestial 1.3, chron 2.3-47, cluster 2.0.4, colorspace 1.2-6, curl 1.2, data.table 1.9.6, DBI 0.5, digest 0.6.10, downloader 0.4, foreign 0.8-66, futile.options 1.0.0, gdata 2.17.1, GenomeInfoDb 1.4.3, git2r 0.15.0, gplots 3.0.1, gridExtra 2.2.1, gtools 3.5.0, httr 1.2.1, igraph 1.0.1, IRanges 2.2.9, KernSmooth 2.23-15, lambda.r 1.1.9, latticeExtra 0.6-28, lave 1.4.4, limma 3.24.15, 1sa 0.73.1, magicaxis 2.0.0, magrittr 1.5, mapproi 1.2-4, maps 3.1.1, marray 1.46.0, MASS 7.3-45, Matrix 1.2-7, memoise 1.0.0, mnormt 1.5-4, munsell 0.4.3, nnet 7.3-12, pipe r 1.8.2, plotrix 3.6-3, pplyr 1.8.4, R2 2.1.3, RANN 2.5, Rcpp 0.12.6, RColorBrewer 1.1-0.8, relations 0.6-6, rmeta 2.16, rpart 4.1-10, RSQLite 1.0.0, S4Vectors 0.6.6, scales 0.4.0, sets 1.0-16, slam 0.1-37, sm 2.2-5.4, SnowballC 0.5.1, splines 3.3.1, stats4 3.3.1, SuppDist 1.1-9.2, survivalROC 1.0.3, tools 3.3.1, withr 1.0.2, XML 3.98-1.4

All these packages are available on CRAN[^1] or Bioconductor[^2]. Run the following commands in a R session to install all the required packages:

```r
source("http://bioconductor.org/biocLite.R")
biocLite(c("VennDiagram", "Hmisc", "xtable", "RColorBrewer", "pROC", "Biobase", "geneuf" "PharmacoGx", "xlsx"))
```

[^1]: http://cran.r-project.org
[^2]: http://www.bioconductor.org
Note that PharmacoGx requires that several packages are installed. However, all dependencies are available from CRAN or Bioconductor.

Once the packages are installed, clone the cdrg2 GitHub repository [https://github.com/bhklab/cdrug2](https://github.com/bhklab/cdrug2). This should create a directory on the file system containing the following files:

- cdrg2_analysis.R  Script generating all the figures and tables reported in the manuscript.
- cdrg2_foo.R  Additional functions implemented specifically for the analysis and results visualization.

All the files required to run the automated analysis pipeline are now in place. It is worth noting that 500 MB storage for downloading CGP and CCLE PSets which is done Automatically when user runs cdrg2_analysis.R script.

### Run the R scripts

Open a terminal window and go to the cdrg directory. You can easily run the analysis pipeline either in batch mode or in a R session.

To run the full analysis pipeline in an R session, simply type the following command:

```r
nbcore <- 4
# to allocate four CPU cores for instance.
source("code/cdrug2_analysis.R")
```

Key messages will be displayed to monitor the progress of the analysis.

The analysis pipeline was developed so that all intermediate analysis results are saved in the directories data and saveres. Therefore, in case of interruption, the pipeline will restart where it stopped.

### Generate the Supplementary Information

After completion of the analysis pipeline a directory output will be created to contain all the intermediate results, tables and figures reported in the main manuscript and this Supplementary Information.

### PharmacoGx: Structure of the PharmacoSet class

```r
@ annotation:
  $ name: Acronym of the pharmacogenomic dataset.
  $ dateCreated: When the object was created.
  $ sessionInfo: Software environment used to create the object.
  $ call: Set of parameters used to create the object.

@ datasetType: Either 'sensitivity', 'perturbation', or 'both'

@ cell: data frame annotating all cell lines investigated in the study.
@ drug: data frame annotating all the drugs investigated in the study.

@ sensitivity:
  $ n: Number of experiments for each cell line treated with a given drug
  $ info: Metadata for each pharmacological experiment.
  $ raw: All cell viability measurements at each drug concentration from the drug dose-response curves.
  $ phenotype: Drug sensitivity values summarizing each dose-response curve (IC50, AUC, etc.)

@ perturbation:
```

```r
```
$ n$: Number of experiments for each cell line perturbed by a given drug, for each molecular data type

$ info$: ‘The metadata for the perturbation experiments is available for each molecular type by calling the appropriate info function’

@ molecularProfiles: List of ExpressionSet objects containing the molecular profiles of the cell lines, such as mutations, gene expressions, or copy number variations.
**SNP fingerprinting**

The full pipeline to generate and compare cell line SNP fingerprints is provided below.

---

**Affymetrix Power Tools (APT)**

Quality control metrics were performed using the apt-probeset-qc program from the Affymetrix Power Tools (Version 1.16.1) suite of tools. Poor quality data was identified using the following criteria outlined via the Affymetrix White Pages: (i) Contrast QC (CQC) sample values less than 0.4; (ii) the proportion of samples for a dataset that falls below 0.4 is greater than 10%; (iii) the mean CQC of all samples in a dataset is less than 1.7; and (iv) the absolute difference between the CQC of Nsp and Sty fragments is greater than 2.18,19. All raw CEL files that failed these metrics were removed from subsequent analysis. The apt-probeset-genotype program was used to call genotypes for the raw CEL files using the birdseed-v2 algorithm and default parameters 20. All remaining files were then intersected based on common cancer cell line names.

**Pair-wise Concordance of SNP Fingerprints**

Pairwise concordance scores between all unique SNP fingerprints were calculated using the formula given by Hong et al. [4]:

\[
C_{\text{conc},i,j} = \frac{1}{N} \sum_{k=1}^{N} n_k = \begin{cases} 
1 & \text{if } G^i_k = G^j_k \\
0 & \text{if } G^i_k \neq G^j_k 
\end{cases}
\]

where \( N \) is the total number of SNPs being compared (909,623 SNPs) and \( G \) is the genotype for SNP \( k \) in sample \( i \) or sample \( j \). A concordance score greater than 0.80 was used to indicate consistent genetic identity.
Filtering of drug dose-response curves

Our quality control approach is based on the assumption that the observed difference $\Delta_{i,i+1}$ between the cell viability measures in the presence of the $i+1^{st}$ and $i^{th}$ highest drug concentration values tested should be less than a small positive threshold $\epsilon$ in some large fraction $\bar{\rho}$ of the cases (1). Unfortunately, setting $\epsilon$ small enough to identify all noisy cases in this manner also causes many non-noisy cases to be misidentified as noisy. Consider, for instance, a non-noisy dose response curve that monotonically increases its viability from 99% to 100% over 6 successive drug concentrations, then sees that viability fall monotonically to 20% over the next two concentrations. Consequently, we also required the sum of the $\Delta_{i+1,i}$ to be less than $\epsilon$ (2) and the sum of the $\Delta_{i,j}$ $\forall i, j$ to be less than $2\epsilon$ (3).

\[
\Delta_{i,i+1} = D_{i+1} - D_i
\]

\[
\frac{\{|{\Delta_{i,i+1}|\Delta_{i,i+1} < \epsilon}\}}{|\Delta_{i,i+1}|} > \rho
\]

\[
\sum_i \Delta_{i,i+1} < \epsilon
\]

\[
\sum_j \sum_{i<j} \Delta_{i,j} < 2\epsilon
\]

Fitting of drug dose-response curves

All dose-response curves were fitted to the equation

\[
y = E_\infty + \frac{1 - E_\infty}{1 + (\frac{x}{EC_{50}})^{HS}}
\]

where $y = 0$ denotes death of all treated cells, $y = y(0) = 1$ denotes no effect of the drug dose, $EC_{50}$ is the concentration at which viability is reduced to half of the viability observed in the presence of an arbitrarily large concentration of drug, and $HS$ is a parameter describing the cooperativity of
binding. $HS < 1$ denotes negative binding cooperativity, $HS = 1$ denotes noncooperative binding, and $HS > 1$ denotes positive binding cooperativity.

The dose-response data in the GDSC and CCLE datasets, as well as the work of Fallahi et al., clearly demonstrate that most drugs are not able to kill all cancerous cells, even at extremely high concentration. We therefore posit a “fractional kill” scenario in which heterogeneous cell lines contain some cells that are insensitive to a given drug as well as some that are sensitive to the drug, and only sensitive cells can be killed by the drug. To account for this, we add a third parameter $E$ to the model, representing the fraction of insensitive cells in the cell line. The dose-response equation now becomes

$$y = E + 1 - E_1 + (\frac{x}{EC_{50}})^{HS}$$

This is the basic mathematical structure that was posited to underlie the dose-response data observed in the study. Consequently, median cellular viability data from all datasets was fit by means of least-squares regression to equations of this type. To ensure robustness of the curve-fitting algorithms, bounds were placed on the values of each of these parameters. Drugs were assumed not to increase the fitness of malignant cells, so $E$ was constrained to lie in the interval $[0, 1]$. Drugs were also assumed to be effective in concentration regimes similar to those seen in extant drugs, so $EC_{50}$ was assumed to lie in $[1pM, 1M]$. Finally, we follow Fallahi et al. in allowing $HS$ to lie anywhere in $[0, 4]$.

Barretina et al. [1] fit dose-response data to one of three models. In most cases, their model of choice was identical to our own, with the addition of a maximum viability parameter $E_0$. Their dose response equation then became

$$y = E_\infty + \frac{E_0 - E_\infty}{1 + (\frac{x}{EC_{50}})^{HS}}$$

The inclusion of this parameter makes comparison of dose-response curves problematic. With its inclusion, the viability of the cell line in the absence of any drug becomes

$$y(0) = E_\infty + \frac{E_0 - E_\infty}{1 + (\frac{0}{EC_{50}})^{HS}} = E_\infty + E_0 - E_\infty = E_0$$

As a result, the viability measures of different drug-cell line combinations are normalized differently, and direct comparison of viability predictions from different dose-response curves is no longer appropriate. The $IC_{50}$ values they reported, however, were simply the concentrations at which their fitted curves reached viability reduction of 50% of cellular viability. The end result was a reported $IC_{50}$ value that assumed normalization of viability data to the negative control associated with a curve assuming normalization of viability data to a reference level that was most consistent with the observed data. The $IC_{50}$ values published in the paper’s supplementary information thus represented viability reduction by a fraction that varied from cell line to cell line.

In GDSC [3], the following five-parameter model was used:

$$y = E_\infty + \frac{E_0 - E_\infty}{(1 + (\frac{x}{EC_{50}})^{HS})^S}$$

However, since the $E_0$ parameter is fixed by controls, their curve can be represented as

$$y = E_\infty + \frac{1 - E_\infty}{(E_\infty(1 + (\frac{x}{EC_{50}})^{HS})^S}$$

This parameter accounts for the presence of an antagonistic binding of the drug, and introduces asymmetry into the theoretical log dose-response curve. The extra parameter, known as the "Schild slope", allows the dose-response curve to be non-monotonic.

While this parameter is well-founded biologically, we chose not to use it in our own dose-response curves. As only medians of technical replicates are available for CCLE, using a 4-parameter model...
would have increased our susceptibility to overfitting noise in the sparse dose-response curves. Furthermore, we only rarely observed the non-monotonicity that necessitates the inclusion of a Schild slope parameter in a very small fraction of dose-response curves. For these reasons, we ultimately chose to use our simpler 3-parameter model to compare the dose-response curves from the GDSC and CCLE datasets.

**Area between the drug dose-response curves (ABC)**

The ABC is a function of two dose-response curves from CCLE and GDSC which come from the same drug-cell line combination. It is calculated by taking the unsigned area between the two curves over the intersection of the concentration range tested in the CCLE curve and that tested in the GDSC curve, and normalizing that area by the length of the intersection interval.

![Graph of ABC](image)

**Consistency across vs. between cell lines**

We assessed the concordance of the gene expression, mutation and drug sensitivity of CGP and CCLE studies across and between cell lines, as illustrated in the figure below. When data are compared across cell lines, we assess whether, for a given gene expression or drug, the cell line data were concordant (a gene is expressed at a similar level or similar response to a drug is observed in the same set of cell lines for instance; panel A). When data are compared between cell lines, we assessed whether, for a given cell line, the genomic and pharmacological profiles were concordant in the two studies (a given cell line harbours similar gene expression patterns or pharmacological responses for instance; panel B).
A  **Across cell lines**

<table>
<thead>
<tr>
<th>Drug</th>
<th>IC50 or AUC</th>
<th>Gene expression or mutation</th>
<th>Cell line X</th>
<th>Cell line X</th>
</tr>
</thead>
<tbody>
<tr>
<td>CGP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>drug1</td>
<td>gene1</td>
<td>cell1</td>
<td>cell1</td>
</tr>
<tr>
<td></td>
<td>drug2</td>
<td>gene2</td>
<td>cell2</td>
<td>cell2</td>
</tr>
<tr>
<td></td>
<td>drug3</td>
<td>gene3</td>
<td>cell3</td>
<td>cell3</td>
</tr>
<tr>
<td></td>
<td>drug4</td>
<td>gene4</td>
<td>cell4</td>
<td>cell4</td>
</tr>
</tbody>
</table>

B  **Between cell lines**

<table>
<thead>
<tr>
<th>Drug</th>
<th>IC50 or AUC</th>
<th>Gene expression or mutation</th>
<th>Drug X</th>
<th>Gene X</th>
</tr>
</thead>
<tbody>
<tr>
<td>CGP</td>
<td></td>
<td></td>
<td>CCLE</td>
<td>CCLE</td>
</tr>
<tr>
<td></td>
<td>drug1</td>
<td>gene1</td>
<td>cell1</td>
<td>cell1</td>
</tr>
<tr>
<td></td>
<td>drug2</td>
<td>gene2</td>
<td>cell2</td>
<td>cell2</td>
</tr>
<tr>
<td></td>
<td>drug3</td>
<td>gene3</td>
<td>cell3</td>
<td>cell3</td>
</tr>
<tr>
<td></td>
<td>drug4</td>
<td>gene4</td>
<td>cell4</td>
<td>cell4</td>
</tr>
</tbody>
</table>

**between**
## Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABC</td>
<td>Area between the curves</td>
</tr>
<tr>
<td>AE</td>
<td>ArrayExpress by the European Bioinformatics Institute</td>
</tr>
<tr>
<td>AUC</td>
<td>Area under the dose response curve</td>
</tr>
<tr>
<td>AUC* or STAR</td>
<td>Area under the dose response curve calculated by considering only the common concentration range between GDSC and CCLE</td>
</tr>
<tr>
<td>CCLE</td>
<td>The Cancer Cell Line Encyclopedia initiated by the Broad Institute of MIT and Harvard</td>
</tr>
<tr>
<td>CGHub</td>
<td>The Cancer Genomics Hub from the University of California Santa Cruz and the US National Cancer Institute</td>
</tr>
<tr>
<td>CGP</td>
<td>The Cancer Genome Project by the Wellcome Trust Sanger Institute</td>
</tr>
<tr>
<td>CMAP</td>
<td>Connectivity Map by the Broad Institute</td>
</tr>
<tr>
<td>COSMIC</td>
<td>Catalogue of Somatic Mutations in Cancer by the Wellcome Trust Sanger Institute</td>
</tr>
<tr>
<td>CRAMERV</td>
<td>Carmer’s V</td>
</tr>
<tr>
<td>DXY</td>
<td>Somers’ Dxy rank correlation</td>
</tr>
<tr>
<td>GDSC</td>
<td>The Cancer Genome Project initiated by the Wellcome Trust Sanger Institute</td>
</tr>
<tr>
<td>IC&lt;sub&gt;50&lt;/sub&gt;</td>
<td>Concentration at which the drug inhibited 50% of the maximum cellular growth</td>
</tr>
<tr>
<td>INFORM</td>
<td>Informedness</td>
</tr>
<tr>
<td>MCC</td>
<td>Matthews correlation coefficient</td>
</tr>
<tr>
<td>PCC</td>
<td>Pearson product-moment correlation coefficient</td>
</tr>
<tr>
<td>QC</td>
<td>Quality control</td>
</tr>
<tr>
<td>RMA</td>
<td>Robust multi-array normalization</td>
</tr>
<tr>
<td>SCC</td>
<td>Spearman rank correlation coefficient</td>
</tr>
<tr>
<td>SNP</td>
<td>Single nucleotide polymorphism</td>
</tr>
</tbody>
</table>
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